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Figure 1: Left panel: Typical work environments that necessitate continuous, dynamic monitoring, wherein workers must

observe various streams of information that differ in bandwidth. Right panel: Our experimental proxy to evaluate how AMS

can assist in these tasks, building on Senders’ Dial Task [28] and integrating two AMS designs aimed at enhancing monitoring

performance: (1) a dynamically moving Gaze Bubble and (2) Ambient Cues. The heat maps visualize gaze distributions across

the AMS designs and different dial configurations.

Abstract

In many work environments, operators must monitor multiple in-
formation sources, quickly identify critical situations, and respond
appropriately. Attention Management Systems (AMS) are designed
to help users coordinate attention in such contexts. However, while
most AMS research has focused onmultitasking and task-switching,
their potential to guide gaze in dynamic monitoring remains un-
explored. To address this, we evaluated two AMS designs in a
controlled experiment (n=15) using Senders’ Dial Task: Ambient
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Cues and a dynamic Gaze Bubble. Although participants were
more likely to follow the moving Gaze Bubble, this design led to
significantly poorer performance compared to Ambient Cues and
a control group without AMS assistance. Our findings show that
while AMS design influences visual attention, suboptimal designs
can impair task performance. Further research is needed to identify
design parameters that guide attention effectively while supporting
performance.

CCS Concepts

•Human-centered computing→User studies; Empirical stud-

ies in HCI.
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1 Introduction

During live TV production, the technical director must quickly de-
cide which of multiple camera feeds to broadcast. In stock markets,
traders must continuously monitor a wide range of stocks to make
informed decisions. At airports, air traffic controllers must be aware
of objects in the airspace, while security personnel ensure safety
by inspecting numerous surveillance cameras. What all of these
workplace situations have in common is that operators must moni-
tor multiple sources of information of varying bandwidth, quickly
identify potentially critical situations, and respond accordingly. To
do so, operators must efficiently sample their environment and
make decisions under uncertainty. However, the overwhelming
flow of information can cause details to be overlooked [3]. Failure
to maintain Situation Awareness (SA) [13, 30], even momentarily,
can have serious consequences. Currently, high-level supervision
becomes relevant in many workplace environments, given that
routine tasks are increasingly handled by automation [29]. How-
ever, while automation can reduce workload, maintaining high
levels of SA during monitoring tasks is inherently challenging, tir-
ing, and can result in decreased task performance compared to
non-automation settings [4, 23].

In this paper we study Attention Management Systems (AMSs),
a class of interactive systems that has emerged as one potential
solution to mitigate these “ironies of automation” [4], by offering
context-sensitive support minimizing disruptions and optimizing
information delivery [1, 3, 18]. Existing AMS manage high-level
task switching and attention [1, 18] but do not focus on the low-
level processes of visual sampling that are critical for SA in dynamic,
high-stakes environments [8, 10, 22]. Guiding low-level attention
is crucial when operators must rapidly shift from passive obser-
vation to active intervention, such as during automation failures.
However, whether AMSs can enhance visual sampling and perfor-
mance remains unclear. Prior research has focused on aggregated
metrics (e.g., task performance, workload), leaving the link to visual
sampling behavior underexplored [1]. Moreover, the design prin-
ciples needed for AMSs to improve this aspect have received little
attention. Thus, we investigate the following research questions:
RQ1: How does the design of AMSs influence monitoring perfor-

mance in dynamic visual sampling tasks?
RQ2: Does the design of AMSs affect the rate at which participants’

eye movements follow AMS suggestions?
RQ3: Does the design of the AMSs influence workload in monitor-

ing tasks?
We contribute by exploring these research questions through a

controlled experiment (𝑛 = 15) based on the Sender’s Dial Task [12,
28], a well-established paradigm for studying dynamic monitoring
tasks. In the Dial Task, users have to monitor six dials rotating at
different speeds and respond by a button press when any of them
is about to ’go critical’. We evaluate two radically different AMS

designs inspired by previous work: (1) Ambient Cues that aim to
guide users’ attention via salient triggers in peripheral vision, and
(2) a dynamic Gaze Bubble that guides attention by continuously
moving between different targets. Our results inform the design
of AMSs with the goal to improve visual sampling processes and
task performance in monitoring tasks, ultimately benefiting many
future workplace environments.

2 Background

Attention Management Systems. In general, AMSs aim to di-
rect user’s attentionwhile interacting with computer-based systems
in a way that reduces disruption and improves performance [1, 36].
While the underlying ideas are quite old [15, 34], successful im-
plementations of the concept were, due to high computational
complexity, demonstrated only recently [1, 18]. Lingler et al. [18]
implemented an AMS to control interruption timing using rein-
forcement learning and computational rationality, and successfully
demonstrated its ability to improve human performance in a fast-
paced dual task. Yu et al. [37] presented a framework to derive better
timings for suggestions in VR. Most works on AMS try to optimally
distribute attention across multiple tasks — for example, by pro-
viding better interruption/notification timings or cues support the
uptake of interrupted tasks [1, 31]. However, we argue that AMSs
should be considered more widely and also support users within
individual activities, such as low-level visual sampling processes.
Here, an AMS could help users to sample the task environment as
efficient and fast as possible.

Senders’ Dial Task. The Dial Task by Senders [28] is a classic
experimental paradigm for studying attention and visual sampling
behavior in monitoring tasks. Participants observe a bank of dials,
each with a different bandwidth, and must press a response key
whenever a pointer crosses a threshold line from either direction
(see the middle pane in Figure 1). This task requires participants to
maintain a high level of SA while monitoring an environment with
areas of varying stochasticity. This makes Senders’ Dial Task an
excellent proxy for real-world monitoring tasks as showcased in
Figure 1. The Dial Task has recently been replicated with modern
eye tracking experiment [11, 12].

3 AMS Designs

In this study, we investigate two AMS designs: Gaze Bubble and
Ambient Cues, chosen to explore contrasting attention guidance
strategies: one active and dynamic, and the other peripheral and
ambient. The dynamic Gaze Bubble design draws on the human
ability to track moving objects through smooth pursuit [26]. In-
spired by the “butterfly guide” in Wallgrun et al. [33] and gaze
sharing visualization techniques [2], it actively directs attention to
specific regions. We designed the Gaze Bubble with a radius of
30 px and a green color. To make a suggestion, the Gaze Bubble
moves between the centers of the different dials, always suggesting
one dial at a time. The Ambient Cues design, inspired by Müller
et al. [21], embodies the principles of calm interfaces [21, 34]. It uses
ambient light displays to unobtrusively increase awareness without
requiring a direct shift of attention. Ambient Cues to quickly guide
attention have been researched in fields like driving or mixed and
augmented reality [7, 20]. We implemented the Ambient Cues in
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a red-orange color gradient. The cues light up at fixed positions
next to the dials they suggest. Unlike the Gaze Bubble, multiple
Ambient Cues can be shown at once. The algorithm for triggering
suggestions is largely similar for both AMSs. A dial is suggested
when the pointer is within a 60 pixel distance on the x-axis and
y-axis and is moving toward the threshold. If the algorithm suggests
more than one dial, the Ambient Cues AMS highlights all relevant
dials while the Gaze Bubble follows a pre-defined hierarchy.

4 Methodology

To assess how AMS design affects monitoring performance, eye
movements, and workload depending on the difficulty of the moni-
toring task [12], we employed awithin-subject design, manipulating
both AMS design and task difficulty while collecting performance
and eye tracking data.

Participants. We recruited 15 participants (3 female, 12 male)
with a mean age of 24.8 years (SD=3.71) through an email invitation
to participate in a user study. Each participant gave their written
consent for participation and the collection of their data1. They
received a 15€ compensation.

Experimental Design. We conducted a within-subject study
employing a 3×2 factorial design to investigate the effects of AMSs
design and task difficulty on monitoring performance, following
rate and workload. The independent variables were the AMS Design
with three levels: No AMS (baseline), Ambient (ambient peripheral
cues) and Gaze Bubble (continuously moving indicator) and the Dif-
ficulty with two levels: Easy and Hard. The Difficulty, as originally
formulated by Eisma et al. [12] is the amount of eye movement
effort that is required to notice every threshold crossing.

We used the easiest and hardest configuration [12]. Monitoring
performance is evaluated using a Score, awarding one point for
each correct press and subtracting one point for each incorrect
press. To evaluate how eye movements adjust to AMS suggestions,
we compute the Following Rate (%), representing the percentage of
instances where participants followed AMS suggestions. Finally,
we evaluate workload using pupil diameter as a proxy, following
related work [6, 25, 35].

Apparatus. We closely followed the experimental setup of Eisma
et al. [12] as outlined below 2. Binocular eye movements were
recorded at a sampling rate of 150 Hz using a GazePoint3 eye
tracker3. The experiment was displayed on a DELL U2719D mon-
itor with a resolution of 2560×1440 pixels and a display area of
596 × 335mm2. The videos of the six dials were presented at 50 FPS
with a resolution of 1920 × 1177 px. Each dial had a diameter of
316 px and was spaced 634 px horizontally and 658 px vertically.
The Python script to generate the experimental videos is given in
Sup. 3.

Procedure. During the experiment, participants were seated
95 cm away from the monitor, with the eye tracker 20 cm in front.
A headrest ensured consistent positioning. Participants pressed
the spacebar whenever a pointer in any dial crossed the threshold.

1The consent form can be found in Sup. 1.
2An image of our setup is available in Sup. 2.
3https://www.gazept.com/product/gp3hd

They were informed that the AMSs would provide suggestions to
improve monitoring. After calibrating the eye tracker, participants
completed a 20 s familiarization trial for each AMS, followed by
four monitoring tasks per condition (3 AMS, 2 difficulties), totaling
24 runs. After eight 90 s runs with one AMS, participants took a ≈ 1
min break. The conditions and threshold positions were randomized.
Afterward, the participants completed a questionnaire on workload
and AMS experience (see Sup. 5). Each experiment lasted ≈ 45
minutes.

5 Results

In the following sections, we address the research questions out-
lined in section 1. All analyses were conducted using R Statistical
Software (v4.1.3) [24]. Due to multiple measurement per condition
we used linear mixed effects models implemented with the lme4
package (v1.1.34) [5]. We calculated p-values using Satterthwaite’s
degrees of freedom approximation [19], as implemented in the
lmerTest package (v3.1.3) [16]. Post hoc pairwise comparisons were
performed with the emmeans package (v1.8.7) [17] using Tukey’s
multiple comparison method [32]. Visual inspections of residual
and Q-Q plots for the models revealed no notable deviations from
homoscedasticity or normality. Regression tables were generated
using the stargazer package (v5.2.3) [14]. Due to eye tracker cali-
bration issues, one participant’s data was excluded from models
3-6. All data can be found in Sup. 4.

RQ1: How does the design of AMSs influencemonitoring per-
formance in dynamic visual sampling tasks? To address RQ1,
we first compare participants’ scores across AMS conditions. To
do this, we fit a linear mixed effects model with random intercepts
(see model 1 in Table 1). We include AMS as a fixed effect and par-
ticipant as a random effect. As also shown in Figure 2a, the results
suggest that the AMS design affects monitoring performance. Post-
hoc comparisons show that while there is no statistically significant
difference between the No AMS and AMS conditions (𝑝 = 0.710),
participants performed significantly worse, with a mean difference
of ≈ 4 points, when supported by the Gaze Bubble AMS (𝑝 < 0.001
and 𝑝 = 0.002). To test for an interaction effect between the AMS
design and the difficulty of the monitoring task, we fitted a linear
mixed effects model with difficulty as an additional fixed effect. The
results (see Model 2 in Table 1) indicate that there is an interac-
tion effect (see Figure 3 in the Appendix), and post hoc pairwise
comparisons show that when participants were not assisted by an
AMS, they performed significantly worse in the difficult condition
(𝑝 = 0.0197). Given these results, we conclude that the design of
AMS may negatively affect monitoring performance in tasks that
require dynamic visual sampling.

RQ2: Does AMS design affect the rate at which participants’
eye movements follow AMS suggestions? To investigate whether
the AMS design affects the rate at which eye movements follow the
AMS suggestions, we fit a linear mixed effects model with AMS as
a fixed effect and Participant as a random effect. Our results (see
Model 5 in Table 2 and compare Figure 2b) show that the rate at
which eye movements follow Ambient Cues is significantly lower
(−5.30%) compared to Gaze Bubble suggestions. To evaluate inter-
action effects with the task difficulty, we include Difficulty as an
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Table 1: Linear Mixed Models for Score and Pupil Size

Dependent variable:
Score Pupil Size

Model 1 Model 2 Model 3 Model 4
Intercept 51.55∗∗∗ (3.85) 53.15∗∗∗ (3.91) 3.10∗∗∗ (0.08) 3.10∗∗∗ (0.08)
Ambient Cues 0.77 (0.97) −0.32 (1.37) −0.03 (0.03) −0.04 (0.04)
Gaze Bubble −3.97∗∗∗ (0.97) −4.95∗∗∗ (1.37) 0.02 (0.03) 0.003 (0.04)
Hard −3.20∗ (1.37) −0.004 (0.04)
Ambient Cues : Hard 2.17 (1.93) 0.02 (0.05)
Gaze Bubble : Hard 1.95 (1.93) 0.03 (0.05)
AIC 2,541.49 2,533.23 −73.67 −54.20
BIC 2,560.92 2,564.32 −61.51 −34.76

∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

Table 2: Linear Mixed Models for Following Rate

Dependent variable:
Following Rate

Model 5 Model 6
Intercept 58.94∗∗∗ (2.28) 62.78∗∗∗ (2.36)
Ambient Cues −5.30∗∗∗ (0.97) −7.93∗∗∗ (1.26)
Hard −7.67∗∗∗ (1.26)
Ambient Cues : Hard 5.28∗∗ (1.78)
AIC 1,566.66 1,528.45
BIC 1,580.31 1,548.92

∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Figure 2: Boxplots of the Score, Following Rate, and Pupil Size grouped by AMS Design. Statistically significant differences are

indicated as:
∗
p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

additional fixed effect (see Model 6 in Table 2). The results show a
significant interaction effect and post-hoc pairwise comparisons
indicate that the following rate of Gaze Bubble suggestions is
≈ 7.67% (𝑝 < 0.001) lower for the hard dial configuration compared
to the easy one. This effect does not apply to the Ambient Cues sug-
gestions (𝛽 ≈ 2.40%, 𝑝 = 0.058). Conclusively, our results indicate
that AMS design affects the rate at which eye movements follow
AMS suggestions. While participants are more likely to follow the
Gaze Bubble AMS, the following rate decreases for harder tasks.
This reduction is not significant for the Ambient Cues AMS.

RQ3: Do AMS suggestions influence workload inmonitoring
tasks? To investigate workload we compared participants pupil
sizes across conditions. We fit a linear mixed effects model with
AMS as fixed and Participant as random effect (Model 3 in Table 1)
and another model that includes for interaction effects between
AMS and Difficulty (Model 4 in Table 1). None of the models showed
a significant difference in pupils size between conditions (𝑝 > 0.05
for all comparisons). Our post-hoc comparisons further revealed no
significant difference in pupil size between the different difficulties.
Therefore, based on our results, we have no indication that AMS
design or AMS in general effect workload.

Qualitative Results. In the post-experiment interview, partic-
ipants described their experience with the Ambient Cues AMS
more positively than with the Gaze Bubble AMS. Six participants
described the Gaze Bubble as being too fast, with an overlap of par-
ticipants who also found it distracting and hard to ignore when false
suggestions were made. One participant argued that the Gaze Bub-
ble reduced his cognitive load. The Ambient Cues AMS was found
to be helpful by seven participants. While three participants said
that the many suggestions were distracting, three explicitly men-
tioned this feature as an advantage. In addition, the placement of
the Ambient Cues in the periphery helped one participant to focus
on other dials while already processing subsequent cues. In general,
participants criticized the accuracy of the suggestions, indicating
that fewer but more accurate suggestions would be appreciated.
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6 Discussion

Themain takeaway is that the design of an effective AMS interface is
far from trivial. Our two AMSs, even if well-motivated and carefully
implemented, had an impact on visual sampling strategies, yet
they could not improve users’ actual task performance. It remains
an open question which, if any, AMS design can—effectively and
efficiently—guide users to attend the right thing at the right time. In
the remainder of this paper, we discuss two aspects of this challenge.

Performance Improvement May Require Better AMS Algo-
rithms. Why did our two AMS designs fail to improve the partici-
pants’ performance?We hypothesize that there are two interrelated
causes: (1) the rule-based AMS implementation and (2) the user
interface design. Given that participants followed the AMS sugges-
tions fairly well, with following rates of more than 50 %, we do not
believe their design alone is the main source of the performance
issue.

Instead, our simple rule-based algorithm might be sophisticated
enough to respond to the complex attentional dynamics involved
in the task.

Succeeding in the monitoring task requires finding trade-offs
between the user’s current gaze position and their capability to
quickly attend to and comprehend information in different loca-
tions.

Previous studies have demonstrated that AMSs may fare better if
they adapt to the user’s cognitive state and constraints [18]. Future
research should explore whether a more advanced AMS algorithm
utilizing model-based predictions alongside optimized visual cue
designs can yield the desired performance benefits.

Performance Improvements May Cause Higher Workload.
The following rates for the Gaze Bubble AMS were significantly
higher than those for the Ambient Cues AMS, suggesting visual
cue design influences users’ visual sampling process.

Despite greater adherence to the Gaze Bubble AMS, task per-
formance was significantly worse compared to the Ambient Cues
AMS. This suggests that a poorly designed AMS can be detrimental,
as users may follow its suggestions even when it negatively impacts
their performance. These results underscore the importance of de-
signing AMSs in which increased compliance is correlated with
improved task performance, regardless of cue type. AMSs should
be designed to guide user attention without generating confusion.
Despite the differences in adherence to the visual cues, the overall
workload was similar across conditions. If both the Gaze Bubble
and Ambient Cues conditions required comparable levels of atten-
tion, this could explain why pupil size remained constant. However,
in the baseline condition participants showed similar pupil dila-
tion. It is possible that the demands of the monitoring task were
already quite high, regardless of the support system. As we did
not record the participants’ pupil size in a resting condition, we
cannot compare our results with other work due to the sensitivity
to other factors such as individual differences or lighting condi-
tions. However, since additional HMI elements such as the AMS
suggestions typically increase the information processing load, the
lack of differences in our experiment can be considered a positive
result.

7 Conclusion

Our exploratory study represents a first step toward designing
AMSs that guide low-level visual attention to assist workers in
monitoring tasks. As workplace tasks become increasingly auto-
mated and the human role shifts to monitoring, effective attention
management will be essential for maintaining high performance
and worker well-being. A good AMS design should direct user at-
tention to critical events without increasing workload or decreasing
performance and user sense of control. This paper provides initial
insights into how AMSs can support work in the future by high-
lighting caveats in the design of AMSs that can potentially lead
to adverse effects. To improve openness and transparency in HCI
research [9, 27], we make all research artifacts available on OSF:
https://osf.io/kaers/.
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Figure 3: Boxplots of the Score grouped by AMS Design and

Difficulty. This plot shows a significant interaction effect

between the difficulty of the monitoring task and the AMS

design. It shows that while participants perform worse in

the difficult condition when they are not assisted by an AMS,

their performance in difficult conditions does not decrease

when they are assisted by an AMS. Statistically significant

differences are indicated as:
∗
p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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