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ABSTRACT
User Experience (UX) professionals need to be able to analyze large
amounts of usage data on their own to make evidence-based design
decisions. However, the design process for In-Vehicle Information
Systems (IVISs) lacks data-driven support and effective tools for
visualizing and analyzing user interaction data. Therefore, we pro-
pose ICEBOAT1, an interactive visualization tool tailored to the
needs of automotive UX experts to effectively and efficiently evalu-
ate driver interactions with IVISs. ICEBOAT visualizes telematics
data collected from production line vehicles, allowing UX experts
to perform task-specific analyses. Following a mixed methods User-
Centered Design (UCD) approach, we conducted an interview study
(N=4) to extract the domain specific information and interaction
needs of automotive UX experts and used a co-design approach
(N=4) to develop an interactive analysis tool. Our evaluation (N=12)
shows that ICEBOAT enables UX experts to efficiently generate
knowledge that facilitates data-driven design decisions.

CCS CONCEPTS
•Human-centered computing→ Field studies; Visualization
toolkits; • Information systems→ Data analytics.

KEYWORDS
Human-Computer Interaction, In-Vehicle Information System, De-
sign Tools, Naturalistic Driving Data, Data Visualization

ACM Reference Format:
Patrick Ebel, Kim Julian Gülle, Christoph Lingenfelder, and Andreas Vogel-
sang. 2023. Exploring Millions of User Interactions with ICEBOAT: Big Data
Analytics for Automotive User Interfaces. In 15th International Conference

∗Both authors contributed equally to this research.
1ICEBOAT : InteraCtive UsEr BehaviOr Analysis Tool

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
AutomotiveUI ’23, September 18–22, 2023, Ingolstadt, Germany
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0105-4/23/09. . . $15.00
https://doi.org/10.1145/3580585.3607158

on Automotive User Interfaces and Interactive Vehicular Applications (Auto-
motiveUI ’23), September 18–22, 2023, Ingolstadt, Germany. ACM, New York,
NY, USA, 12 pages. https://doi.org/10.1145/3580585.3607158

1 INTRODUCTION
The growing number of features of modern touchscreen-based
IVISs and the need to evaluate them with respect to the driving
context [25] makes it increasingly complex to design IVISs that
meet user needs and are safe to use. To date, the usability and dis-
traction evaluation of IVISs is mostly based on qualitative feedback
and small-scale user studies [16]. However, these approaches do
not scale with the increasing complexity of the design task and
the increasing number of features that need to be evaluated. With
limited resources for user studies, practitioners often lack customer
insight and must make subjective judgments instead of evidence-
based design decisions. This contradicts the principles of UCD [2]
and becomes evident when considering that the usability of info-
tainment systems has been the biggest source of problems for new
car owners for several years [36–38]. These shortcomings lead to
an increasing need for data-driven support in the automotive UX
design process [20]. Although modern cars are equipped with ad-
vanced telematics solutions and collect large amounts of customer
usage data, UX experts report that this data is not being used. They
either do not have access to relevant data or lack the right tools to
effectively visualize and efficiently analyze it [20].

In order to make user-centered design decisions, automotive
UX professionals must be able to work with large amounts of data
collected from customer vehicles. We argue that big data visual-
ization tools, which automate data processing and visualization,
play a critical role in this process. They allow experts to explore
how customers interact with the IVISs in real-world conditions,
and thus inform decision making. These analytical tools must be
developed according to the needs of domain experts, must com-
municate results through visualizations that serve the information
needs [28], and should keep the overhead for UX experts low [7].

Therefore, we propose ICEBOAT, an interactive visualization tool
that enables automotive UX experts to effectively and efficiently
analyze driver interactions with the center stack touchscreen to
evaluate User Interface (UI) designs of touchscreen-based IVIS. The
tool visualizes user interaction data, driving data, and glance data,
that is collected live from production line vehicles. UX experts
can specify any task they want to analyze, either by manually
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specifying the customer journey, or by using an interactive IVIS
emulator. ICEBOAT automatically processes the data and generates
various statistics and visualizations that are based on an interview
study with UX experts and previous work by Ebel et al. [18]. An
interactive drill-down concept allows UX experts to start wide and
zoom in to analyze individual touchscreen interactions. UX experts
can compare different flows according to performance-related and
distraction-related metrics such as time-on-task, number of glances,
or total glance duration.

Following a mixed methods UCD approach and building on the
work of Ebel et al. [17, 18], we make the following contributions:

(1) We present the information and interaction needs of auto-
motive UX experts in analyzing large amounts of customer
data to evaluate touchscreen-based IVISs.

(2) We extend the visualizations presented by Ebel et al. [18] to
the information needs of UX experts and develop an interac-
tion concept from task definition to user flow analysis that
supports automotive UX experts in their data analysis.

(3) We present a tool that automates the processing and visual-
ization of touchscreen interactions, driving data, and glance
data collected from customer vehicles, allowing UX experts
to interactively explore and evaluate drivers’ IVIS interac-
tions.

(4) We evaluate the tool with industry experts (N=12) and show
that ICEBOAT meets their needs and can improve the evalu-
ation of touchscreen-based IVISs.

2 BACKGROUND AND RELATEDWORK
2.1 Data in the Design and Evaluation of IVIS
The design and evaluation of touchscreen-based IVISs is an impor-
tant factor in the overall product design process of a car. However,
consumer demands often conflict with safety regulations and guide-
lines [1, 4]. This domain-specific conflict must, therefore, be consid-
ered throughout the design process of IVISs. To create interfaces
that are enjoyable and safe to use, the design and evaluation of
IVISs relies heavily on questionnaires, explicit user observation, or
experimental user studies [20].

However, these studies have to be designed, planned, executed,
and analyzed, making them slow and expensive. As a result, they
do not meet the need of automotive UX expert to quickly and eas-
ily gain insight into customer behavior [20]. Using customer data
to support decision making can be a competitive advantage [5].
Live data collection from customers and continuous analysis is
already standard in web and app development, and effectively used
to support decision making [24, 42, 43] and continuous product
improvement [33, 44]. This is different in the automotive domain,
where the decision-making culture, technology, and organization
have been slow to adapt [15]. Automotive UX professionals re-
port that they lack the tools to access and analyze relevant data,
even though modern cars collect large amounts of driving and
interaction-related data. To gain insights from customer data, UX
experts often have to submit requests to data scientists and involve
other departments [16]. As a result, the problem that traditional
methods are slow is only shifted, not solved. UX experts need to be

empowered to analyze and visualize user interaction data. Devel-
oping data analysis tools that meet their needs and facilitate their
design activities is critical to making their jobs easier.

2.2 Creating Meaningful Interactions with Big
Data

In today’s product development, decision makers, regardless of the
domain, aim to make data-driven decisions. This allows them to
design products that are tailored to customer needs [21]. However,
the main challenge in data-driven decision making is not the ac-
quisition of raw data itself, it’s the challenge of extracting useful
knowledge from it [14]. To create solutions that help designers,
engineers, or scientists, the right information must be available
at the right time [28]. Therefore, tools and analytical solutions
need to communicate the results of analysis through meaningful
visualizations and clear representations [28].

However, creating meaningful visualizations and intuitive tools
for analyzing big data is far from obvious. Although several com-
mercial general-purpose tools exist, they often fail to meet domain
and task-specific needs. Domain experts often require advanced
visualization and interaction concepts that are not supported by
commercially available tools. These tools stick to a small set of
standardized visualizations [48].

While these standardized dashboards are a valuable tool for
quickly communicating Key Performance Indicators (KPIs) to stake-
holders or managers, they are often disconnected from the domain
expert’s workflow and serve as a reporting tool rather than an
exploratory knowledge generation tool. To support domain experts
in their work, it is important to create solutions that are specific to
their workflow. Individual visualizations often address a specific
task that is part of a larger workflow. Therefore, these visualizations
need to be linked in such a way that they support this workflow
as a whole [7]. An example of this is the common need to explore
large amounts of data at multiple scales. This can be achieved by vi-
sualizing the data at different levels of granularity, starting broadly
and zooming in on details as the analysis progresses [21]. In ad-
dition, domain experts are often non-specialists when it comes to
analyzing large amounts of data. It is therefore important to avoid
information overload and to use visualizations that are easy to
understand and whose benefits are immediately apparent.

2.3 Big Data Visualizations to Evaluate
Automotive User Interfaces

The evaluation of IVISs differs from web or mobile applications.
While traditional usabilitymetrics such as time on task or error rates
play an important role, they are far from sufficient for evaluating a
driver’s interaction behavior holistically. Drivers often interact with
IVISs while driving even though they are required to constantly
monitor the driving scene even in partially automated driving as
we see it on the road today (Level 1 and 2 according to SAE [35]).

This makes it important to not only evaluate the usability [2] of
touchscreen-based IVISs but also their distraction potential. Regard-
ing the assessment of distraction, the visual demand of interfaces
has proven to be an effective measure, as long glances away from
the road (t>2 s) are directly correlated with increased crash risk [29].
As a result, the evaluation of IVIS in terms of usability and driver
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distraction is a well-researched topic [19, 22, 23, 25, 26]. However,
there is a considerable gap between the academic research con-
ducted to evaluate IVISs and the tools and methods available to
the professionals in industry who eventually design these systems.
Even though automotive UX professionals express clear needs for
effective visualizations to support their work, there is not much
research on big data analytics to evaluate user interactions with
IVIS. Most visual analytics approaches in the automotive domain
focus on visualizing data collected from a few sensors [45] or in
controlled experimental studies [27]. For example, Jansen et al. [27]
present an approach to visualize spatiotemporal data collected dur-
ing user interface interaction studies. Their approach provides valu-
able insights into the combined visualization of explicit and implicit
data from different sources. However, the tool is built according to
academic needs and focuses on the visualization of individual situ-
ations recorded during user studies. Therefore, it is not applicable
to the challenges faced by industrial UX experts when they need
to analyze millions of data points collected live from customers.
In this context, driving, glance, and interaction data collected live
and in large quantities from customer vehicles Over-The-Air (OTA)
must be automatically processed, stored, and visualized to allow UX
experts to evaluate the usability and distraction potential of IVIS.
Considering the automotive specific requirements and constraints
that apply to the analysis and visualization of automotive event
sequence data [18, 20, 27], most related approaches [13, 31, 32, 47]
and commercial alternatives (e.g., UserTesting2, UserZoom3) are
not suited to the problem at hand. A solution explicitly focused
on industry professionals has been proposed by Ebel et al. [18],
who have developed an approach to visualize large amounts of user
interaction, driving, and glance behavior date. They visualize this
data at three levels of granularity and show that UX experts can use
these visualizations to evaluate secondary touchscreen interactions.
However, they only propose prototypes of these visualizations and
do not provide insight into whether the visualizations meet the
needs of UX professionals and how UX experts should use these
visualizations in their workflow.

3 APPROACH
Our approach aims to improve the industrial design process of IVISs.
Designers and UX researchers report that they are often forced to
neglect design evaluation due to time constraints and data acces-
sibility issues [16]. To develop a solution that meets the needs of
automotive UX experts and improves their design and evaluation
process, we followed amixedmethods User-Centered Design (UCD)
approach [3, 46]. In the first phase, we conducted semi-structured
background interviews (n=4) to extract requirements according to
information and interaction needs and to evaluate the visualizations
originally proposed by Ebel et al. [18]. Using a participatory design
approach, we then co-designed prototypes with four automotive
UX experts. Throughout the co-design approach, we walked differ-
ent focus groups through the current state of the prototypes and
discussed potential improvements and necessary changes. After

2https://www.usertesting.com
3https://www.userzoom.com

the fourth co-design session, we evaluated the prototype in a sec-
ond study where we conducted usability testing and explored the
context of use of the prototype.

4 STUDY 1: EXTRACTING INFORMATION
AND INTERACTION NEEDS

The first study has two objectives: First, to confirm the results
presented by Ebel et al. [18], who claim that their multi-level user
behavior framework was found useful by automotive UX experts.
Second, Ebel et al. [18] propose three visualizations, but do not
present any insights or solutions on how these visualizations can
be connected to effectively support UX experts in evaluating IVISs.
Therefore, we extract detailed information and interaction needs
that form the basis for the subsequent co-design process. For this
purpose we conducted semi-structured interviews.

4.1 Participants
We conducted semi-structured interviews with 4 UX experts (I1 -
I4). All of them had between five and nine years of professional
experience. At least five of those years were spent in the field of UI
design. They have also all been with Mercedes-Benz for more than
five years. We therefore consider them to be knowledgeable about
automotive design processes and working methods.

4.2 Procedure
The interview agenda consisted of three parts: introduction, main
section, and a conclusion. Following the recommendations of Ren-
ner and Jacob [40], we prepared a set of open-ended questions
and optional follow-up questions for each section. The latter were
intended to refine ambiguous responses and further guide the inter-
view. In addition, we periodically summarized the responses during
the interview to reflect and confirm correct understanding. While
the introduction was designed to create an open atmosphere and
establish a common ground, we ended each interview with a con-
clusion, asking the interviewees if there was anything they wished
to add. The main section contained the majority of the questions.
Here we asked the interviewees about their information needs, in-
teraction needs, and the visualizations they would expect to see in a
potential tool that supports their current workflow. Regarding the
visualizations, we gave the interviewees some time to develop their
ideas. We then presented the interviewees with the aforementioned
visualizations suggested by [18]. By showing them the existing
visualizations, we hoped to support their ideation process [46] and
wanted to confirm the informal evaluation presented by Ebel et al.
[18].

4.3 Information Needs
After analyzing the coded interview transcripts, we identified 39
information needs that fall into 7 categories. We present these needs
below, where Count refers to the number of unique needs within a
category and Support refers to the number of total needs expressed
by the participants.

INF-1: Usability and Distraction-Related Metrics (Count =
8, Support = 12). Driver interactions with IVISs while driving are
considered secondary tasks [39]. Thus, not only usability but also
driver distraction play a major role in evaluating automotive user

https://www.usertesting.com
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interface [20]. Accordingly, the respondents formulated various
information needs that revolve around the understandability of the
UI (I1, I2, I3), performance-related metrics such as time on task (I1),
error rates (I1, I2), or the number of interactions needed to perform
a task (I2). They also stated that for a holistic evaluation they need
to be able to evaluate the visual demand (e.g. number of glances) of
features (I1, I2) and individual user flows (I1). They also stressed
the importance of being able to see the correlation between IVIS
usage and driving data.

INF-2: Feature Usage Information (Count = 8, Support = 12).
The automotive industry is moving from a technology-driven de-
velopment approach to a more user-centric one [11]. While this
process has been going on for many years, there is still a lack of
knowledge about how features are used by customers. This leads
to many features being carried over from old releases that may not
be needed by customers [20]. During the interviews, feature usage
information was the first KPI that respondents thought of. The
typical questions UX professionals want to answer based on data
insights are questions like “How often is a feature used?” (I1-I4) or
“How long is a feature used on average?” (I1, I2). Participants indicate
that information about feature usage is valuable because it is often
used to decide whether to continue or discontinue a feature.

INF-3: Usage Pattern Visualizations (Count = 7, Support = 11).
To gain deeper insights into user behavior, UX experts expressed
different needs regarding the analysis of user flows and how users
interact within certain features (Usage Patterns). They want to know
how people use the system (I2, I4), how they navigate the system
to perform certain tasks (I1, I4), and what kind of UI elements they
use (I2). Participants are also interested in merging this informa-
tion with usability and distraction-related metrics (e.g., to compare
different flows).

INF-4: System Information (Count = 6, Support = 10). The
cars in an Original Equipment Manufacturer (OEM)’s fleet are very
heterogeneous, both in terms of hardware and software. Not only
do manufacturers offer different models that differ according to the
market in which they are sold, but customers can also configure
their cars according to their personal preferences (e.g., different
sizes of center stack touchscreens) [10]. This, combined with the
long product lifecycle and limited ability to perform OTA updates,
especially for older models, results in many different UI versions
being used by customers. This is reflected in the information needs
of UX professionals. They state that they need to compare usabil-
ity and distraction-related metrics, feature usage information, and
usage patterns across car models (I1-I4), software versions (I2, I4),
screens (driver vs. front passenger vs. rear passengers), and screen
sizes (I2). This information is needed to assess the interplay between
hardware and software but also to track progress.

INF-5: Contextual Information (Count = 5, Support = 6). Driver
behavior and driver interactions are highly context sensitive [19]
and participants state that they need contextual information to
better judge individual interaction sequences. For example, they
state that they need information about the driving situation (1, 3)
to be able to judge how drivers interact in different situations. They
also want to know how many passengers were present (2) and
whether a cell phone was connected to the IVIS (2), arguing that
these could be additional sources that influence driver behavior

without being represented in the interaction, glance, or driving
data.

INF-6: Input Modalities (Count = 3, Support = 4). Participants
were also interested in the different types of modalities that drivers
or passengers can choose to interact with IVIS (e.g., different modes
of touch interaction, voice, or steering wheel control). In particular,
they want to know which modality drivers primarily use (1) and
whether this use differs across features (2,4).

INF-7: User Information (Count = 2, Support = 3). For user-
specific information, respondents see value in comparing data from
different regions (3, 4) or comparing data for different target groups
(e.g., by demographics or frequently used features).

Regarding the visualizations proposed by Ebel et al. [18], partic-
ipants agreed that they already partially address the information
needs INF-1, INF-2, INF-3, and INF-5. However, they do not provide
system information (INF-4), information about different modalities
(INF-6), or user information (INF-7).

4.4 Interaction Needs
To extract the interaction needs of the participants, we asked them
to imagine a tool that would meet all their information needs and to
explain how they would like to use this tool in their daily work. The
expectations were very consistent, as they all expected to use the
tool to define a new UI concept, to validate an existing and already
implemented UI concept, and to question the customer value of a
feature. Based on these insights, we then explored how users would
like to interact with the anticipated tool and how they would like
to configure it to meet their needs. The answers to these questions
form the interaction needs. As shown below, we grouped the 14
individual needs into 4 categories.

INT-1: Task Definition (Count = 4, Support = 10). Participants
emphasized that they want to configure their analytics based on in-
dividual use cases, rather than having a "one-size-fits-all" dashboard.
While they valued certain standard metrics to be displayed, they
wanted to define specific tasks or characteristics for which they
needed detailed analytics. To define the tasks of interest, all partic-
ipants (I1-I4) asked if it would be possible to interactively define
sequences without having to manually enter the object identifiers.
They suggested using a desktop-based version of IVIS, arguing that
this would facilitate task definition since the UI software consists
of thousands of elements. However, for known use cases, they sug-
gested traditional input options such as drop-down menus to select
UI elements as start and end points (I1, I2). Here, one participant (I2)
mentioned that the analysis tool should use the same UI identifiers
as those used in the UI concept description.

INT-2: Analysis (Count = 5, Support = 13). When it came to
analyzing, participants were concerned about overall complexity,
noting that traditional dashboards often tend to be overloaded and
cluttered. Accordingly, they asked for features that would allow
them to reduce the complexity of the results. They also wanted to be
able to drill down through different levels of granularity depending
on their use case, rather than being presented with all the results
at once (I1, I2, I4). All participants argued that they need to be able
to compare usage by system, context, and user information (I1-I4).
Most of the proposed filtering options focused on system-specific
information such as car type or software version.
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Figure 1: Sequence and flow extraction according to task definition. Based on the first and last interaction of the defined task
(green squares), all sequences in the database that match the requirements are extracted. All remaining sequences (relevant
sequences) are then aggregated to generate the flow statistics.

INT-3: Operating Aids (Count = 3, Support = 5). Two partici-
pants (I1, I2) mentioned that the tool should be adaptable according
to the user’s expertise. They suggested that the tool could provide
an “exploration mode” (I2) to help them explore the UI. They also
asked for the possibility to display reduced versions of the plots
proposed by [18].

INT-4: Sharing and Collaboration (Count = 2, Support = 4).
Participants expressed the need to share the visualization with
colleagues and decision makers, either in a portable format (I1-I3)
or through a link that provides direct access (I3).

The visualizations presented by Ebel et al. [18] are stand-alone vi-
sualizations without a user interface. Therefore, they do not address
any of the identified interaction needs.

5 INTRODUCING ICEBOAT
Study 1 identified the information and interaction needs of auto-
motive UX experts for visualization and analysis of customer data
and confirmed that the visualizations presented by Ebel et al. [18]
partially satisfy the information needs of UX experts. However,
they do not provide an interface that addresses the interaction
needs. Therefore, following INF-1 – INF-7 and INT-1 – INT-4, we
developed ICEBOAT, an interactive user behavior analysis tool for
automotive UIs. ICEBOAT refines the visualizations of Ebel et al.
[18], adds new functionalities and connects them in a meaningful
way. Built on top of the telematics data logging framework intro-
duced by [18], it automates task definition, data processing, and
visualization generation, making large amounts of customer data
easily accessible for UI evaluation.

We developed ICEBOAT using a co-design approach with four
iterations. We invited the background interview participants as co-
designers to each of the sessions, which were conducted remotely
using Microsoft Teams.

5.1 System Architecture
ICEBOAT consists of a web-based frontend application for data
visualization and a backend system for data processing (see Figure 5
in the Appendix). The frontend, developed using the JavaScript
framework Vue.js4, receives data from three different services: The
Concept Database (containing all UI information), the IVIS Emulator
and the Backend. The IVIS Emulator virtualizes the IVIS so that it
can be executed on a computer as if it were running in the car.

4https://vuejs.org

The backend is divided into two services: An Application Pro-
gramming Interface (API) service built with FastApi5 web frame-
work and a data service. The API service receives the analysis
requests, passes them to the data service, and returns the results.
The data service uses PySpark6 to efficiently extract, transform,
and load the customer data stored in the data lake. The data lake
is updated daily with the latest customer data. After running the
analytical queries and extracting relevant user flows (see Figure 1),
the backend returns the results to the API service. The frontend
enhances the processed data with additional UI-specific informa-
tion from the Concept Database. We chose this architecture to make
ICEBOAT easily extensible and to ensure interoperability (e.g. with
another back end solution) [41].

5.2 Interactive Web Application and IVIS
Emulator

Figures 2 and 3 show an overview of the final tool after four itera-
tions. The interface consists of a Dashboard Page and a User Flow
Analysis Page. The user flow analysis page consists of four panels
that fade in one after another based on the user’s input addressing
the need for a drill down mechanism to reduce complexity (INT-1).
An overview of all components is given below:

(1) Dashboard Page: Upon opening ICEBOAT, users are pre-
sented with a dashboard page (see Figure 2) that welcomes
them and gets them started by explaining the purpose of
the application. The tiles below the introduction report spe-
cific KPIs that describe the underlying data. For example,
the number of trips on which the analysis is based and the
number of logged interactions with the head unit. This page
therefore onboards users and provides a perspective on the
data to facilitate entry into the analysis (INT-3).

(2) Task Definition: The tool provides two ways for users to
define the task they want to analyze. (1) They can select the
UI elements that define the start and end of a task from a
searchable drop-down menu filled with all the UI elements
that exist within the IVIS. (2) Alternatively, you can define a
task using the IVIS Emulator (see Figure 2). ICEBOAT then
automatically extracts all similar flows from the customer
data and visualizes them. This provides the user with a play-
ful and easy way to define tasks without having to know
the naming conventions of specific UI elements. These two
options address the interaction needs of INT-1 and INT-3.

5https://fastapi.tiangolo.com/
6https://spark.apache.org/docs/latest/api/python/index.html

https://vuejs.org
https://fastapi.tiangolo.com/
https://spark.apache.org/docs/latest/api/python/index.html


AutomotiveUI ’23, September 18–22, 2023, Ingolstadt, Germany Ebel et al.

IVIS Emulator Dashboard Page

Task Definition Panel

Figure 2: Overview of the IVIS Emulator (left), the Dashboard View (top right) and the Task Definition Window (bottom right)

(3) Task Overview: After loading the data for the specified
task, the Task Overview Panel (see Figure 3) presents aggre-
gations for all user flows between the start and end event of
the task (INF-3). The data is presented as an adapted Sankey
diagram [18] and in tabular form. The two views provide in-
formation about the average time between two consecutive
interactions in a flow, the gestures used, the relative and ab-
solute frequency of flows, the total number of interactions in
a flow, and the average flow duration (INF-1, INF-3). The Fil-
ter Panel on the right-hand side allows users to customize the
visualization to reduce visual clutter (INT-2). It also allows
filtering for specific software versions or car types (INF-4).
The visualized flows are based on all of the user interaction
sequences collecte from production vehicles that match the
task definition (see Figure 1) and the applied filters.

(4) Flow Comparison: The Flow Comparison Panel shows a
reduced Sankey diagram of the selected flows (INT-3) and a
box plot comparing each of the flows according to a selected
metric, such as gaze duration or time on task (INF-1, INF-3).
The box plots show the distribution of these values for all
sequences contained in the flow. Thus, each dot represents a
single sequence, which users can select (by clicking) to open
the Sequence Details view for that interaction sequence.

(5) Sequence Details: The Sequence Details Panel allows the
user to explore details about a single interaction sequence.
The view blends glance data (on-road, off-road, center stack
touchscreen) with contextual driving data such as speed or
steering angle, and embeds the touchscreen interactions [18]
(INF-5). On the right, users see a history of sequences they
have viewed and can save specific ones as favorites (INT-3).

5.3 How ICEBOAT Empowers Automotive UX
Experts

The provided visualizations and analyses support UX experts in the
design and evaluation of touchscreen-based IVIS. With ICEBOAT,
we support professionals in overcoming three key challenges related
to the use of big data analytics in the design and evaluation of IVIS:

1. Data-Driven Decision Making: Due to cultural, organiza-
tional, and technological challenges, data plays only a minor role
in the decision-making process related to automotive design [15].
As technology improves, large amounts of driving- and interaction-
related data are being collected. However, UX professionals still
report that they lack the tools to access and analyze the data di-
rectly and independently [20]. Based on a telematics data process-
ing framework, ICEBOAT gives UX professionals permanent and
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Task Overview Panel

Navigation Panel

Flow Comparison Panel

Sequence Details Panel

Filter Panel

Interaction Details Panel

Figure 3: Overview of the User Flow Analysis Page The left part shows the initial Task Overview Panel. The Sankey diagram
consists of all flows that satisfy the task and filter requirements. The table below the Sankey diagram shows various flow-related
user behavior metrics. Clicking a UI element in the Sankey diagram opens the Interaction Details Panel, which displays the
technical description of the element. On the right is the Flow Comparison panel, which consists of a reduced Sankey diagram
and box plots showing the distribution of the total number of glances per interaction sequence. The Sequence Details Panel
shows the touch interactions, gaze, and driving behavior of a specific sequence over time. The given example represents the use
case of Study 2.

immediate access to usage data collected live in the field. This al-
lows UX experts to analyze interaction, glance and driving data
independently throughout their workflow.

2. Automotive-Specific Analysis: General-purpose tools for
big data analytics are often disconnected from the workflows of
domain experts [7]. This is also true in the automotive domain. UX
experts report (Study 1) that current tools do not meet their specific
needs for task definition, user flow exploration and comparison,
and visualization of individual usage sequences. ICEBOAT supports
the definition of user tasks, allows users to compare specific flows
according to various usability and driver distraction related metrics,
and enables UX experts to visualize details of individual interactions
with the IVISs.

3. Information Overload: UX experts are not trained to an-
alyze large amounts of data. Therefore, data visualizations and
interactions must be easy to understand and their benefits obvious
to avoid information overload [28]. ICEBOAT allows UX experts
to explore UI-relevant data without requiring technical knowledge.
The IVIS emulator allows UX experts to easily define the scope of
their analysis and pre-defined KPIs are visualized decoupled from
the detailed user flow analysis to avoid information overload. The
user flow analysis allows users to start with a broad overview and

then zoom in on details as the analysis progresses. This drill-down
concept (panels appear one after the other) fits the workflow of UX
experts and presents only the information that is needed.

6 STUDY 2: EVALUATIONWITH DESIGNERS
AND DATA SCIENTISTS

To assess whether ICEBOAT enables UX experts to independently
explore large-scale behavioral data, we conducted an evaluation
study with UX researchers, designers, and data scientists.

6.1 Method
We conducted usability testing, interviews, and a context of use
questionnaire. We aimed for a representative sample of participants
and used standardized measures to assess usability. To guide the
evaluation, we followed a test plan that we created based on the
recommendations of Still and Crane [46].

6.1.1 Participants. We recruited 12 potential users from Mercedes-
Benz and MBition, a Mercedes-Benz software hub: 4 designers, 4
UX researchers, and 4 data scientists. We included data scientists
for two reasons: First, due to cross-functional development teams,
data scientists often work closely with designers or UX researchers
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in decision-making processes. Second, because of their familiarity
with data analysis, we expected data scientists to provide a different
perspective and baseline for understanding data. We did not invite
participants who had already participated in the study, as this could
skew the results when evaluating usability [6, 8, 34]. The age of
the participants ranged from 21 to 41 years (mean 29.6, SD 5.6) and
their work experience from 0.5 to 20 years (mean 5.3, SD 5.8). All
but one participant had a college degree.

6.1.2 Scenario and Evaluation Tasks. To create a realistic evalua-
tion environment, we derived a test scenario from the storyboard
resulting from Study 1 (see Figure 4 in the Appendix). In this sce-
nario, the UX experts are asked to evaluate the destination entry
task of the navigation feature. They should use the IVIS Emulator
to define a representative task and then analyze it for bottlenecks,
driver distraction, and outliers in glance behavior.

6.1.3 Procedure. We collected demographic data in a pre-survey
before the experiment. At the beginning of the experiment, we
introduced the scenario and asked the participants to complete
seven evaluation tasks (compare Table 1 in the Appendix) that
resembled the scenario introduced above. First, we shared the IVIS
emulator with the participants and asked them to complete the first
task. Then we switched to the ICEBOAT screen. Before the next
task, we had the participants practice thinking aloud by asking
them to describe the dashboard page and give feedback. Users then
navigated to the User Flow Analysis page of the tool and proceeded
with the second task. During the test, participants were free to
explore the tool and ask questions. After the participants completed
all tasks, we collected their feedback both verbally and with the
post-survey. We also recorded whether participants encountered
any technical problems during the test. Since participants in a lab
study usually answer usability questionnaires on-site [46], we had
the participants fill out the surveys online immediately after the
study. However, we stopped recording the interviews and turned
off the cameras and microphones so that participants would not
feel observed while completing the survey.

6.1.4 Measures. We counted and coded the errors participants
made while solving the tasks, and collected participants’ feedback
and interpretations of the visualization.We also had the participants
fill out the System Usability Scale (SUS) questionnaire [9] and the
Context of Use questionnaire (see Table 2 in the Appendix).

6.1.5 Test Environment & Schedule. Due to the distributed work
environment, we conducted all experiments remotely using Zoom.
With the users’ permission, we recorded each test session to analyze
the session afterwards and to quantify the error rates per task. We
prepared a setup with the IVIS emulator open on one screen and the
ICEBOAT tool open on another. This mimics the setup we imagine
users would have when using the prototype in production. Using
screen sharing, we allowed participants to remotely interact with
the emulator and analysis tool. This makes our test environment as
similar as possible to the production environment. We ran 12 tests
of one hour each over three weeks.

6.2 Quantitative Results
We present results from the SUS and Context of Use questionnaires,
as well as additional qualitative insights.

6.2.1 SUS. ICEBOAT received a mean SUS score of 68.125 (MD=70,
SD=16.89), which, according to Lewis and Sauro [30], is average.
While data scientists rated the tool with a mean score of 80, UX
experts rated it with a mean score of 62. Cleland et al. [12] reports
a similar spread between domain experts and data scientists. When
evaluating the usability of the proposed big data analytics platform,
data science testers rated the platform almost 20 points higher than
policymakers (75.0 vs. 56.7).

6.2.2 Context of Use. The mean score of the Context of Use ques-
tionnaire was 4.2 out of 5 (MD=4.24, SD=0.33). In contrast to the
SUS, only two questions were rated differently by data scientists
and UX experts. The Pearson correlation between the results of
the Context of Use and SUS questionnaires was not significant
(R=0.55, p=0.061), suggesting that usability and value to the experts’
workflow are not directly related.

6.3 Qualitative Feedback
Overall, participants found the tool valuable and easy to use. They
reported that it would open up new possibilities for them and make
their workflowmuchmore efficient, “I think this really makes our job
easier, especially when you see how quickly you can get evaluations
compared to how long it takes now.” (P3) (INT-2). They also report
that ICEBOAT provides effective insights because it “[...] would
provide better answers to many questions” (P9). P9 further states:
“It is relatively difficult for us to make statements about groups
that drive premium vehicles. With the tool you could get to those
people.” (INF-7). They also appreciated the ability to define the task
using the IVIS Emulator, as it allows them to define the scope of
their analysis without having to know the identifiers of specific UI
elements (INT-1). They report that this facilitates exploration and
reduces the burden of using this tool. The design and layout of the
tool was generally well received.

6.4 Data Understanding
ICEBOAT effectively stimulated discussion about usability and
safety improvements as participants solved the tasks. The Sankey
diagram visualization was easy for participants to understand, and
they were able to identify bottlenecks using the color scale or by
manually comparing interaction times (shown when hovering over
the flows) (INF-3). One participant immediately suggested that the
search suggestions could be improved to reduce the number of
characters the driver has to type, because “[t]he list keeps updating
as you type. So it takes the user more time to find what they are look-
ing for if they type more characters.” (P8). When comparing the top
three flows based on the number of glances, 5 participants asked
for clarification on how to interpret the box plots, but were able to
identify the flow with the lowest average number of glances once
explained (INF-1). Participants quickly identified the flow with the
most glances (INF-1) and appreciated the ability to select individual
sequences to open the Sequence Details Panel (INT-2). Using the
Sequence Details Panel, they were able to assess the dependencies
between glance, interaction, and driving behavior (INF-5), “The
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driver is on the move and slows down in the course of the interaction”
(P6), “after brief glances at the road, the driver immediately performs
several interactions” (P10). However, participants interpreted the
steering angle changes differently, with some interpreting them
as a sign of distraction and others as a driving maneuver. Overall,
participants found the tool helpful and argued that the insights
can be particularly valuable in defining the scope of specific user
studies to explore not only the “what” but also the “why”.

6.4.1 Errors. In general, participants reported that they under-
stood the tasks easily and were able to complete them efficiently.
When interacting with ICEBOAT (Task 2-7), participants made only
minor errors. For example, two participants initially chose a mini-
mum support that was too high or too low, making the visualization
either too cluttered or too sparse. Also, to create a reduced Sankey
diagram in Task 5, four participants wanted to further reduce the
flows using the minimum support instead of using the checkboxes
in the table. Most of the errors occurred when interacting with
the IVIS Emulator. While all participants successfully created a
recording, only five out of twelve users did so with the expected
start and end, as they did not start the recording on the expected
screen. When asked, the participants stated that they thought they
should start the recording directly from the main menu. However,
this is more of a study-induced error with no practical implications.
When asked to elaborate on their errors, participants stated that it
takes some time to get used to the tool but “[o]nce you get used to it
and it’s established as a working tool, it’s super helpful.” (P12).

7 LIMITATIONS AND FUTUREWORK
While our results show that ICEBOAT effectively empowers UX
experts and meets most of the information and interaction needs
for analyzing large amounts of interaction data, some limitations
should be considered. First, data scientists rated the usability of the
tool higher than UX experts. This may be due to their experience
with other data analysis tools. However, it also suggests that further
research should be conducted to address the shortcomings with
respect to users unfamiliar with data analysis. In addition, the slight
delay and minor issues with the screen sharing and remote control
feature may have influenced the results. Second, the study only
considered touch interactions on the center stack screen. However,
drivers can also interact with IVISs using speech or hardkeys. Thus,
to satisfy INF-6, the next step would be to introduce these modali-
ties in ICEBOAT. Furthermore, we only interviewed employees of
one OEM. While related work [15, 20] suggests that development
practices and challenges are similar across most automotive OEMs,
information and interaction needs may be skewed. Due to privacy
concerns, we are not allowed to collect personal data. Thus, the
only way to satisfy INF-7 is to use a combination of available fil-
ters to define “target groups” (e.g., luxury car buyers vs. compact
car buyers, as indicated by P9). Finally, we recorded the tests re-
motely, and 4 participants reported that the remote control function
temporarily stopped working. While we were able to immediately
restore control for 3 of the 4 people, this prevented one participant
from completing a task. We had this participant verbally instruct
us to complete the task and then restored remote control.

8 CONCLUSION
We present ICEBOAT, an interactive tool that makes millions of in-
vehicle user interactions available to UX experts to effectively and
efficiently visualize and evaluate drivers’ touchscreen interactions
with IVISs.

In Study 1, we identify the information and interaction needs
of UX experts when analyzing large amounts of telematics data.
Our findings reveal a design trade-off: UX experts want to access
as much data as possible and perform IVIS-specific analyses, but
are deterred by the complexity of traditional big data visualization
tools. ICEBOAT addresses this conflict of interest by (1) allowing
users to define a task via a IVIS emulator, (2) automating all data
processing and cleaning while still allowing manipulation of the
metrics that matter, and (3) providing an interactive drill-down
mechanism that allows users to start broad and zoom into the
details of individual interactions. In Study 2, we show that UX
experts and data scientists can effectively use ICEBOAT to visualize
large amounts of automotive usage data to evaluate touchscreen-
based IVISs. Most importantly, ICEBOAT empowers UX experts
and contributes to the democratization of data in the automotive
domain.
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Table 1: Evaluation Tasks

No. Task

1 Use the record button of the IVIS emulator to record a flow beginning at the navigation system’s start
screen and ending with the "Let’s Go" button.

2 Use the record file to define and analyze the customer journey.
3 What are the top 5 flows (by share)? Use the filters to only display these flows.
4 Identify one bottleneck in the flows. Could you explain the potential causes?
5 Compare the glance behavior (count) of the first 3 flows.
6 Which sequence in flow 1 has the highest glance count? (open the Sequence Detail View)
7 Identify one long glance and explain the driving situation. Are there possibly distracting interactions?

Table 2: The Context of Use Questionnaire

No. Question

1 I think the system allows me to analyze telematics data on my own (independent from another person or
department)

2 I think the system makes telematics data accessible
The system provides insights into telematics data. . .
3 . . .which are new to me
4 . . . that help me to better understand how our customers interact with the infotainment system
5 . . .which help me to observe how our customers interact with the infotainment system in different driving

situations
6 . . .which allow me to base my decisions on data
7 . . .which help me resolve discussions about feature priorities
8 The system helps me to identify usability issues in our infotainment system
9 Having the system available would accelerate our current workflow with telematics data analysis
10 In which phase of the design process would you use the system?

UX Expert Team Meeting

“… so we must improve the navigation 
app. Who could do that?”

“We can work on that.”

“I wonder what feature should we 
improve first.”

“Let’s check in the data.”

1. Record a Flow

“Oh, most people 
don’t even use the 
favorites option!”

“But it takes them 
longer to enter the 

address manually…”

“Yes, the search seems to be a bottleneck!”

“So we suggest to make 
the Add to Favorites option 
more prominent.”

Later that day

“No time for that, last time I asked the 
data team it took them weeks to reply.”

“No need, there is a new tool that delivers 
insights in three steps.”

IVIS Emulator

“First, we record a flow in the emulator.”

Where To?

Favorites

Home

Let’s Go!

Analtyics Tool

“Then we upload it in the analytics tool.”

2. Analyze the Flow

Record File

Analyze

Process…

Understand

“And to improve our search 
suggestions.”

UX Expert Team Meeting

“Finally, we see the actual usage data.”

3. Interpret the Results

Analtyics Tool

Figure 4: Storyboard
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Concept DatabaseUX Expert Front End Backend Data LakeEmulator

alt

Object Catalog

Record Flow

Record File

Define Task (Record File)

Parse 
File 
for 

Task

[ Define Task from record file ]

[ Define Task from user input ]
Define Task (Manual Input)

Request Object Catalog

Search Suggestions

Request Analysis
(Task, Filter Settings) Fetch Data ( )

Start Analysis (Task, Filter Settings)

Interaction, Driving and 
Glance Data

Load, 
Transform,

Clean,
and Analyze

Data
Analysis Results

Visualized Analysis Results

loop (until results suffice)

Object Metadata

Request Object Metadata

Figure 5: Sequence Diagram showing the interactions between all processes.
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